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ABSTRACT

Covid19-themed attacks took the Internet by surprise in March
2020. Adversaries updated their attack strategies rapidly and started
to exploit users’ attention to this unprecedented event and distrib-
ute their malicious payloads. In this work, we perform a retrospec-
tive analysis of adversarial operations over the first four months
from February 15th, 2020 to June 16th, 2020. By combining a vari-
ety of measurement perspectives, we perform a three-step analy-
sis, by (1) analyzing the composition, growth, and reachability of
Covid19-themed attack pages, (2) identifying the modus operandi
of attackers, and (3) assessing the actual impact on end-users. Our
measurements serve as a lens into the fragile parts of the Web
ecosystem during a previously unseen attack. We argue that pre-
cipitous growth of Covid19-themed attacks in just a few weeks
represents adversaries’ technical and operational agility in adapting
their attack strategies and also demonstrates how novice attack
techniques can bypass common defense mechanisms and expose
unsuspecting users to different forms of attacks. Drawing upon
these analyses, we discuss what went poorly, in an effort to under-
stand how the technical community can respond more effectively
to such events in the future.
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1 INTRODUCTION

For a long time, adversaries have been exploiting users’ fear and
attention to major news stories or regular national events (e.g., tax
preparation season [3, 19]) to launch their attacks. In December
2019, a new opportunity arose due to CoronaVirus 2 (Covid19)–
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a severe acute respiratory syndrome [57]. As the unprecedented
pandemic continued to grow, governments asked millions of resi-
dents to stay home to slow down the spread of the virus and flatten
the curve of the pandemic [4]. Adversaries were keenly aware of
the opportunities for abusing this situation to their advantage by
targeting millions of remote employees who were not ready for
this unprecedented phenomenon.

There have been several reports on the emergence of Covid19-
themed scams during the pandemic and their consequential impacts
on users and institutions. However, the details of these attacks,
the modus operandi of attackers, and deployed tricks are mostly
anecdotal. Most of these reports were relying mostly on ad-hoc
procedures without providing sufficient insights about the type
of malicious practices and level of sophistication of the reported
threats [2, 5, 34, 36, 43].

Our work is guided by three primary research questions. First,
how did users get exposed to such scam websites during their
normal web browsing? Second, how prevalent were these forms of
scams? And third, what was the potential impact of these scams
on users? We begin our experiments by crawling the web in a
targeted way. In particular, to provide an approximate view of the
threat landscape, we used the Google Trends service [1] to build
a set of common keywords relevant to Internet user searches at a
global scale about Covid19. We incorporated Microsoft Cognitive
Services [37] search API to crawl the list of websites associated
with the trend list indexed by the search engine. We started the
experiment before the lockdown in the US from February 15, 2020 to
June 16, 2020 by visiting websites that were relevant to the collected
Google trends terms. we also performed a subsequent analysis five
months later in November 2020 to measure changes in the dynamics
of the attack landscape. Armed with terabytes of web forensics data
and web resources, we perform a retrospective analysis of Covid19-
themed attacks by incorporating a diverse set of vantage points
including JavaScript traces of attack pages, dynamic analysis reports
of malicious binaries, document-based malware delivered on the
scam page, and their corresponding filesystem and network traces.

Our analysis showed that Covid19-themed scam pages were
easily accessible by normal users. Normal users could be exposed
to Covid19-themed attacks by simply seeking information about
the disease, such as how to buy related equipment or donate. We
constructed more than 15K attack chains – the path that shows how
a user is exposed to a Covid19-themed attack page. We observed
that almost 50% of the attack pages were reachable from the Alexa
top 60K websites. We also observed that Covid19-themed attacks
became popular quite rapidly during the analysis time. For instance,
the number of Covid19-themed attacks tripled in just eight days
and increased tenfold in 30 days. We identified an abrupt increase
in the number of malicious payloads as well as distinct attack cases
after the nationwide stay-at-home advisory in the US on March
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15th. We identi�ed 6,532 unique malicious binaries including 1,734
ransomware (26.5%) and 4,507 Remote Access Trojans (69%), other
forms of suspicious payloads (4.5%). Sodinokibi, a ransomware fam-
ily with self-propagating capabilities, and AgentTesla were among
the most popular forms of attacks. The most common activities
that we observed were �lesystem exploration, keylogging attempts,
and microphone access. These were the more dominant goals in
campaigns we detected.

We observed that several scam campaigns started to emerge
during this short period. We detected instances ofCovid19-themed
attacks from 10 campaigns that began less than 24 hours after the
stay-at-home advisory. We identi�ed 64 campaigns which ranged
in size from 2 to 239 websites. We observed that almost all of the
identi�ed campaigns use a multitude of di�erent sub-networks and
hosting providers and hide their delivery servers behind CDNs,
rendering blacklisting techniques less e�ective. Most of these cam-
paigns used cheap TLDs, such as.space, .club , .xyz , and.online
to generate di�erent variations of addresses.

While the security problems identi�ed by this work may not be
representative of all the pages that users might visit on a global
scale, they are indicators that abusing critical Internet services such
as domain registries and cloud services can create a fertile environ-
ment for opportunistic adversaries. Perhaps our most important
�nding in this paper is practical evidence that reminds us once more
that adversaries are agile and that they have an asymmetric power
to quickly repurpose their tools once they identify a new oppor-
tunity. The results con�rm the folk wisdom thatCovid19-themed
attacks emerged and continued to increase in type, reachability, and
attack payload very rapidly [5, 34, 36, 43, 58]. However, our analysis
also shows that the adversarial practices used in these attacks did
not di�er signi�cantly compared to other forms of scams and social
engineering attacks that we had seen before [29, 39] in terms of
sophistication and evasive techniques. They neither deliver very
di�erent forms of malicious payloads.

Our hope is that this work serves to raise awareness about the
importance of systematic approaches for repeated scanning and
data cataloging to identify unsavory practices on a large scale for the
web ecosystem. We also hope that our approach will prove useful
to the web security community and opens the door to identifying
emerging threats that go beyond what is routinely observed today.
This paper makes the following contributions:

� A large scale measurement study of the end-to-end life cycle
of COVID19-themed attacks. We performed a longitudinal
data collection by generating 5 TBs of web forensics data
including Javascript execution traces and network tra�c.

� We identi�ed 64 campaigns over four months consecutive
crawling experiments. We comparedCovid19-themed scams
with phishing pages during the same scanning period to
compare the dynamics of such scam trends in the wild.

� We collected a large dataset of malicious binaries relevant
to COVID19. We identi�ed 6,532 malicious binaries from 18
di�erent malware families, including 669 previously unseen
malware including Macro-based Documents, Trojans, and
Potentially Unwanted Software(PUPs).

Figure 1: An example of Covid19 -themed attack. Seeking
guidance on how to apply for a loan during Covid19 directs
the unsuspecting user to a malicious website that delivers
AgentTesla � a remote access trojan.

2 BACKGROUND
The Covid19 pandemic and its global spread provided a unique
opportunity for adversaries to abuse the panic and discomfort to
launch large-scale attacks around the world. Reports ofCovid19-
themed attacks appeared as early as January 2020 [57], although it
was not until early March 2020 when these attacks grabbed head-
lines with targeted attacks on biotechnology research �rms or the
US Health and Human Services website (hhs.gov). Several additional
high-pro�le attacks later targeted end users and remote employees
in Ukraine, China, Italy, and Spain. Massive social-engineering at-
tacks on end users and government-sponsored attacks also made
headlines in early April. Table 9 shows the timeline of some major
incidents over the last three months. Throughout our study, we
corroborate our �ndings with these reports and extent the public
information surroundingCovid19-themed attacks.

Figure 1 illustrates a multi-step process to analyzeCovid19-
themed attacks at scale. In step one of this example, a user uses
a search engine to �nd some guidance aboutCovid19. By click-
ing on one of the search results, after 8 page redirections, he is
redirected to a landing page (x.com) and is encouraged to open
the document. The document contains macros that launch several
PowerShell processes. One of these processes connects to a remote
server and downloads a binary that is executed by launching this
command. Note that the example we discussed here is not synthetic
and is a simpli�ed version of a real-world attack. Our experiments,
discussed at length in Section 4, show that these attacks occur quite
frequently. To perform a systematic analysis that contains all the
required information, our analysis contains three independent com-
ponents. The web scanner in the �rst step allows us to record the
interaction of websites using an instrumented browser and recon-
struct the attack distribution chain. In the second step, we analyze
the payload and catalog malicious payloads. In the last step, we
incorporate our knowledge and answer questions about the actual
attack and underlying ecosystem ofCovid19-themed attacks.

3 METHODOLOGY
In this section, we describe our approach on how to systematically
measureCovid19-themed attacks. Figure 2 summarizes the pipeline
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Figure 2: A summarized version of our experiment pipeline.

of our experiment. Our study leverages a variety of vantage points,
including an active web scanning platform, JavaScript execution
traces, �lesystem, and network logs of collected binaries.

3.1 Guided Search
Our guided search consists of two main components: (1) a system-
atic way to simulate how users browse the web and create a list of
websites to visit, and (2) a crawling module to perform repeated
scanning and generate �ne-grained artifacts.

3.1.1 Keyword Extraction . We took advantage of the �ndings of
recent studies on web-based social engineering attacks [29, 30, 40,
55], and tried to incorporate websites that used a combination of
deceptionandpersuasionto attract users. We speci�cally looked for
pages that try to attract normal users by embedding enticing content
and encouraging users to make risky decisions (e.g., downloading a
�le). To construct a dataset of real-world examples, we incorporated
Google Trendsservice to build trendy keywords information about
Covid19. Since trend keywords are constructed based on real users'
search behavior and are indexed based on their popularity, they can
be viewed as a proxy of more prevalent real-world searched items
in the wild. After collecting a list of popular keywords relevant to
Covid19 across di�erent categories, we usedMicrosoft Cognitive
Servicesto automatically make queries using an assigned web search
API [37]. In Section 4.1.1, we explain how we generated a list of
trend words and the corresponding search engine results.

3.1.2 Instrumentation and Trace Collection . We employed a
customized instrumented browser to monitor the interaction of
web content with browser resources and reconstruct the payload
delivery paths. such as resource usage and network communication.
We leverage the Chromium Debugging Protocol to access nearly all
the functionality of DevTools [18] as well as DOM and DOM Events
of a page for data collection. More speci�cally, the crawler collects
browser request and response traces, JavaScript execution logs, and
the source code of both inline and dynamically loaded JavaScript
code. This set of information was su�cient to locate the functions
being executed, external code referenced by the function, and the
redirection chains � the path that shows how a user is exposed to a
Covid19-themed attack page.

3.1.3 Active Web Scanning . To run the experiments at scale, we
deployed the instrumented scanner across 40 virtual machines for

distributed scanning. To increase the level of interaction, the scan-
ner scrolls downwards to trigger event listeners that are responsible
for the loading of dynamic content. The reason for running inter-
active sessions was that modern websites usually set several event
listeners which are triggered based on the level of interaction with
the website. This approach would make site visits more similar
to realistic scenarios and can potentially increase the chance of
triggering speci�c events that lead to page redirection. The crawler
remains on each page for a �xed period of 30 seconds before clearing
its entire state, restarting, and then proceeding to the next site. We
empirically found that 30 seconds was su�cient time for websites
to retrieve necessary page resources, compile and run javascripts
and construct the page. Our analysis of 1,000 randomly selected
websites shows that the run-time overhead of the instrumentation
layer is approximately 0.5%.

3.2 Analyzing Delivered Contents
One question that arises is that how we can determine the type of
malicious practices on the landing page. The adversarial attempts
can occur in di�erent forms, such as delivering a malicious payload
or exposing web users to di�erent forms of scams or social engi-
neering web pages. In this section, we explain how we determine
the type of malicious practice in a delivery chain.

3.2.1 Cataloging Delivered Scams . Conducting a manual pro-
cess to verify landing pages and cataloging their types is indeed
a non-trivial task. To automatically identify the type of a given
page, we leverage structural similarity testing [59] to cluster pages
based on their visual appearance. We used structural similarity
since our initial analysis showed that Structural similarity works
well to identify two images with minor changes in scale, ratio alter-
ation, or color. We started by manually clustering 1,000 di�erent
unique scam webpages into four types ofCovid19-themed scams:
(1) Covid19 donation scams, (2) emergency loan scams, (3) em-
ployment opportunities due to lockdown, and (4)Covid19-themed
pharmaceutical scams. In all the observed cases, potential victims
had to �ll out a form and share PII information including Social
Security Number, name, physical, and email addresses. Empirically,
we assigned the threshold value t= 0.86 since at this value we were
able to generate tighter clusters of websites representing di�erent
classes of threats. We achieved a precision of 99.2% and recall of
98.2% compared to the manually generated ground truth of 1,000
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screenshots. The procedure to perform manual labeling took 18
hours of work. However, it saved us hundreds of hours of manual
work for the test on all potential cases.

3.2.2 Cataloging Delivered Payloads . The second phase of our
analysis pipeline seeks to answer what payloads adversaries in-
tend to deliver inCovid19-themed attacks. We partnered with a
well-known anti-malware company that o�ers bare-metal sand-
boxing environment to perform dynamic analysis on the collected
malicious code. This was a signi�cant improvement in our analysis
because, unlike virtual analysis environments, bare-metal sand-
boxes do not leave much artifacts during analysis time. This makes
most of the anti-reverse engineering techniques (e.g., checking the
debugging status, virtualized hardware, and drivers) ine�ective.
Dynamic analysis reports contained �ne-grained forensics analysis
data about all �lesystem and network activities as well as actual
dropped binary payloads, spawned processes and threads, and ex-
ecuted commands. The collected artifacts also provided visibility
over the resource usage such as by installing low-level hooks for
microphone, camera, keyboard APIs. We realized that this piece of
information on run-time behavior was useful to identify remote
access trojans and backdoors, which will be discussed in Section 4.
Category Selection A question that arises after collecting the ar-
tifacts was to answer what would be the core behavior of a given
artifact. At �rst glance, community vetting mechanisms such as
VirusTotal [49] would appear to be an ideal case. We found this
approach not very a�ective because the generated reports about
the submitted samples were often very abstract and did not pro-
vide su�cient information about the actual run-time behavior of a
malicious binary. We empirically tested the community vetting ap-
proach on 250 collected samples. 187 (75%) of the submitted samples
were labeled as generic malware by in VirusTotal con�rming our
intuition. An alternative approach was to categorize the samples
based on the run-time behavior. Starting with the raw trace data
from our data collection, we considered 32 related forensic events
about the �lesystem, network, and processes that seemed to be use-
ful in attributing the run-time behavior of a given binary. However,
we narrowed down our list to 15 forensic events as we could not
prove that all those features were distinctive for malicious payloads.
In the following, we brie�y explain these events and describe why
we used them.
Executing Payloads through APIs: As we mentioned earlier, the
initial payload in modern malware attacks usually does not contain
the actual malicious payload. Thus, after a successful execution, the
malicious process would programmatically download and execute
additional payloads using speci�c Windows APIs. Functions such as
Windows API CreateProcess and LibraryLoad will allow a process
to start other processes with proper path and arguments. We search
for a list of Windows API calls by checking dynamic analysis reports
and use the number of API calls. The list is shown in Table 10.
Interacting with Command-line Tools: Adversaries can use
command-line interfaces to interact with the target system during
the course of an operation. For instance, InstallUtil is a command-
line utility that allows installing and removing resources by in-
corporating installer components in .NET binaries. InstallUtil is a
digitally signed utility, and adversaries may use it as a proxy to

execute code and bypass speci�c policy-based approaches such as
process whitelisting.
Loading Scripts: The malicious process may use VBScript or Pow-
erShell scripts to run tasks automatically. We search for the execu-
tion of VBscript macros as well as PowerShell scripts by looking
for Windows script (WScript) which provides an environment to
execute scripts in a variety of languages.
Fetching System Information: An important step before deliver-
ing the actual malicious payload is to �ngerprint the environment
and query detailed information about the operating system, hard-
ware architecture, software patches, version, hot�xes, and service
packs. Example commands to obtain this sort of information in-
cludever, Systeminfo, and dir. Another form of system information
gathering in Windows malware binaries is to interact with the Win-
dows Registry looking for speci�c software names (e.g., virtualbox,
vmware) and con�guration. That being said, fetching system infor-
mation alone is not necessarily an indication of malicious behavior,
but our empirical analysis showed that considering this feature
along with other features can improve the detection capability.
Manifesting Persistent Behavior: Malicious payloads can go
one step further and modify the Windows Registry information or
other parts of the operating system to make permanent changes. For
instance, adding an entry to therun keysin the Registry or startup
folder will cause the program to be executed after a successful login.
These programs will be executed under the context of the current
user and will have the associated permissions level of the account.
Dropping Remote Files: As we showed in Section 2, the initial
binary can drop binaries after being executed. The dropped �les can
be uncompiled code, encoded, or embedded within other �les. These
�les may also be delivered in formats unrecognizable and inherently
benign to the native OS. For instance, we observed 170 samples that
dropped 425 �les in 27 di�erent �le extensions. The dropped �les
are then compiled by incorporating native utilities such as csc.exe,
the Microsoft's C# language command-line compiler for the .NET
Framework, or GCC/MinGW. We observed several samples from
Sodinokibi and Emotet that incorporate this technique to compile
and start the actual malicious operation.
Leveraging Known Ports: While there are speci�c malware cases
that use uncommon ports for communication, scanning, or de-
livering malicious payloads, a large number of malware binaries
communicate over a commonly used port to blend with normal
network tra�c and bypass �rewalls or anomaly detection systems.
HTTP, HTTPS, and SMTP are among the most commonly used
ports for communication and data ex�ltration.
DNS Queries:In line with the previous features, we also take into
account the number of DNS queries. Malicious binaries make DNS
queries for several reasons. The malicious process might use a DGA
engine to bypass blacklists or might contain a scanning engine to
�nd other targets for infections � a behavior similar to Wannacry
attack for self-replication.

3.2.3 Artifact Clustering . We created a pool of labeled dataset
that contains the corresponding traces of 300 malicious binaries
shown in table 11. We created a vector of features de�ned above
and applied the Locality Sensitive Hashing (LSH) algorithm [23] to
these vectors to �nd similar artifacts. This resulted in 10 clusters
to start the artifact cataloging. The approach achieved an accuracy
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